PREDICTING CORONARY HEART DISEASE USING AN IMPROVED LIGHTGBM MODEL

ABSTRACT

Coronary heart disease (CHD) presents a persistent threat without a definitive cure. Early detection is crucial for effective treatment. To address this, we introduce HY\_OptGBM, a predictive model leveraging an optimized LightGBM classifier. We fine-tuned LightGBM's hyperparameters and enhanced its loss function, utilizing the advanced hyperparameter optimization framework, OPTUNA. Training involved adjusting hyperparameters and applying the improved loss function. We evaluated our model using CHD data from the Framingham Heart Institute, employing various metrics like precision, recall, F-score, accuracy, MCC, sensitivity, specificity, and AUC. Notably, our model achieved an AUC of 97.9%, outperforming other comparative models. These findings suggest that our approach enhances early CHD identification within the general population, potentially reducing the economic burden associated with CHD treatment.

INTRODUCTION

CHD is a prevalent cardiovascular disorder resulting from the buildup of atherosclerotic plaques in the coronary arteries, leading to a reduction in blood flow to the heart muscle. This condition presents a range of symptoms, including chest pain or angina, shortness of breath, palpitations, and heart failure. In severe cases, CHD may lead to a heart attack, which can result in permanent damage to the heart muscle and have a profound impact on an individual's quality of life. Therefore, it is imperative to recognize and manage CHD through appropriate medical intervention and lifestyle modifications. [1]. Early detection of CHD can improve the cure probability and can decrease the cost of treatment. Numerous machine learning algorithms and data mining technologies have been widely used in the medical field [2]–[6] in recent years, owing to advancements in machine learning algorithms and a significant reduction in the cost of data storage. Data mining technology has become essential for healthcare data mining, such as disease diagnosis, auxiliary diagnosis, drug mining, and biomedicine. Through data mining technology, hidden knowledge about diseases can be extracted from large quantities of unstructured medical data, disease prediction models can be developed, and results can be analyzed. Health organizations face tremendous challenges in providing high-quality and affordable healthcare. A hospital provides quality healthcare services that require physicians to have comprehensive knowledge and a correct diagnosisfor the patient to avoid wasting healthcare resources due to inaccurate diagnoses. Data mining technology can perform efficiently and can play a crucial role in clinical cases. The optimal hyperparameters [7], [8] for any classification algorithm significantly affect its performance. The accuracy of the classification algorithm can be improved by selecting the optimal set of hyperparameters. In this study, a state-of-the-art hyperparameter optimization framework (OPTUNA) [9] was employed to obtain optimal hyperparameter values for the LightGBM model. Therefore, in this study, the most suitable set of hyperparameters was determined from the available hyperparameters. Hyperparametric optimization can be accomplished by different methods, such as random and grid searches. Another method is the OPTUNA hyperparametric search. Because the number of hyperparameters in the LightGBM significantly affects its performance, conventional random and grid search methods do not learn from the previous optimization, which wastes considerable time and is inefficient. The OPTUNA framework continuously learns from previous optimizations and adjusts the hyperparameters as necessary. Therefore, OPTUNA was chosen in this paper for hyperparameter optimization. The loss function also affects the model accuracy [10]. In this paper, the focal loss function was proposed based on the cross-entropy loss by adding the category weight α and the sample difficulty weight modulating factor γ. The aim of this study was to address the problem of unbalanced proportions of positive and negative samples. Additionally, the focal loss function can improve the overall performance of the model.

**Existing System:**

The existing system likely relies on traditional methods of diagnosing and predicting coronary heart disease (CHD), which may involve manual evaluation of risk factors, symptoms, and medical history by healthcare professionals. These methods might not fully leverage the potential of machine learning and data mining technologies to accurately predict CHD risk and detect it early. Moreover, the existing system might not employ advanced techniques for hyperparameter optimization and loss function optimization, potentially limiting the predictive performance of the models used.

**Disadvantages:**

1. Reliance on traditional diagnostic methods may lead to delays in CHD detection and diagnosis.

2. Lack of utilization of machine learning and data mining technologies may result in suboptimal predictive accuracy.

3. Limited optimization of hyperparameters and loss functions may hinder the performance of predictive models.

4. Unbalanced proportions of positive and negative samples may impact model performance and lead to biased predictions.

**Proposed System:**

The proposed system, HY\_OptGBM, introduces several advancements to address the limitations of the existing system:

1. Leveraging an optimized LightGBM classifier: By utilizing LightGBM, a powerful machine learning algorithm, and optimizing its hyperparameters using the OPTUNA framework, the proposed system aims to enhance the accuracy of CHD prediction.

2. Improvement of the loss function: The proposed system introduces the focal loss function, which addresses the problem of unbalanced proportions of positive and negative samples, potentially improving overall model performance.

3. Evaluation using comprehensive metrics: The proposed system evaluates model performance using various metrics such as precision, recall, F-score, accuracy, MCC, sensitivity, specificity, and AUC, providing a comprehensive assessment of its effectiveness.

4. Enhanced early detection of CHD: By achieving an AUC of 97.9% and outperforming other comparative models, the proposed system demonstrates its capability to improve early identification of CHD within the general population, thereby potentially reducing the economic burden associated with CHD treatment.

**Advantages**:

1. Improved predictive accuracy: By optimizing hyperparameters and utilizing an advanced loss function, the proposed system enhances the accuracy of CHD prediction compared to traditional methods.

2. Comprehensive evaluation: The use of multiple evaluation metrics ensures a thorough assessment of the model's performance, providing confidence in its effectiveness.

3. Early detection capabilities: The proposed system's high AUC indicates its ability to detect CHD early, enabling timely intervention and potentially reducing healthcare costs.

4. Utilization of advanced techniques: By incorporating state-of-the-art machine learning techniques such as LightGBM and OPTUNA, the proposed system represents a cutting-edge approach to CHD prediction, offering superior performance compared to conventional methods.

**literature review**

Overweight and obesity contribute to the development of cardiovascular disease (CVD) in general and coronary heart disease (CHD) in particular in part by their association with traditional and non-traditional CVD risk factors. [1]Obesity is also considered to be an independent risk factor for CVD. The metabolic syndrome, of which central obesity is an important component, is strongly associated with CVD including CHD. There is abundant epidemiologic evidence of an association between both overweight and obesity and CHD.[1] Evidence from post-mortem studies and studies involving coronary artery imaging is less persuasive. Recent studies suggest the presence of an obesity paradox with respect to mortality in persons with established CHD. [1]Physical activity and preserved cardiorespiratory fitness attenuate the adverse effects of obesity on CVD events. Information concerning the effect of intentional weight loss on CVD outcomes in overweight and obese persons is limited.

Overweight and obesity contribute to the development of cardiovascular disease (CVD) in general and coronary heart disease (CHD) in particular in part by their association with traditional and nontraditional CVD risk factors. Obesity is also considered to be an independent risk factor for CVD.[5] The metabolic syndrome, of which central obesity is an important component, is strongly associated with CVD including CHD. There is abundant epidemiologic evidence of an association between both overweight and obesity and CHD. Evidence from postmortem studies and studies involving coronary artery imaging is less persuasive. [5]Recent studies suggest the presence of an obesity paradox with respect to mortality in persons with established CHD. Physical activity and preserved cardiorespiratory fitness attenuate the adverse effects of obesity on CVD events. Information concerning the effect of intentional weight loss on CVD outcomes in overweight and obese persons is limited.

[7]Machine learning (ML) is a burgeoning field of medicine with huge resources being applied to fuse computer science and statistics to medical problems. Proponents of ML extol its ability to deal with large, complex and disparate data, often found within medicine and feel that ML is the future for biomedical research, [7]personalized medicine, computer-aided diagnosis to significantly advance global health care. However, the concepts of ML are unfamiliar to many medical professionals and there is untapped potential in the use of ML as a research tool.[7] In this article, we provide an overview of the theory behind ML, explore the common ML algorithms used in medicine including their pitfalls and discuss the potential future of ML in medicine.

**CONCLUSION AND DISCUSSION**

This paper proposed a CHD prediction method based on the HY\_OptGBM model. Framingham Heart Institute data on CHD was selected as measurements, and the proposed method was trained using the HY\_OptGBM algorithm and the comparison algorithms. Although different algorithms were used for CHD prediction in this study, the best CHD prediction was achieved by the improved LightGBM algorithm. When using data from the Framingham Heart Institute's CHD study, observing all predicted values using the HY\_OptGBM algorithm yielded more successful results, which is the significance of this study. In the experiment, sensitivity, specificity, accuracy, precision, recall, F-score, AUROC, AUPRC and MCC were used as evaluation metrics. The experimental results of the DT, RF, CB, XGB, ADA, BG, GBM and HY\_OptGBM algorithms were compared, and the best results were obtained using the HY\_OptGBM algorithm. The sensitivity was 0.897, the specificity was 0.963, the accuracy was 0.930, the precision was 0.963, the recall was 0.897, the F-score was 0.929, the AUROC was 0.978, the AUPRC was 0.983, and the MCC was 0.861. This study proposed optimizing the hyperparameters of the LightGBM algorithm and improving its loss function (FL). The experimental results will change when changing the alpha and gramma parameters of the FL function. After the experiments were conducted, when the parameter alpha was None and gamma was 1, the accuracy, F-score, AUROC, AUPRC, MCC metrics had the best results. When alpha was 0.1 and gamma was 0, the specificity and precision had the best results. When alpha was 0.9 and gamma was 0, the sensitivity and recall had the best results. When evaluating the performance of a machine learning algorithm, usually multiple evaluation metrics are considered together, so alpha was taken as None and gamma was taken as 1 to obtain the final experimental results. As shown in Tables Ⅴ, Ⅵ, Ⅷ, and Fig. 9 and Fig. 10, the best results can be obtained when making predictions with the proposed method. To compare studies in the literature with the proposed methodology, experimental studies using the Framingham CHD dataset were checked. This dataset has mostly been used to predict the probability of developing CHD within ten years. In 2021, Orit Goldman et al. [12] used ANN models to predict CHD, and the prediction results showed that the lift and gain curves of ANN models were higher than those of FRS models in terms of the highest percentile. For higher risk scores, the ANN model had higher sensitivity and specificity than the FRS model, but the ANN model had lower area under the curve (AUC) values. For the precision-recall measures, ANN models produce significantly better results than FRS models in terms of AUC values. In a 2019 study, Juan-jose Beunza et al. [43] conducted a comparative study of the dataset using machine learning methods. Decision trees, random forests, support vector machines, neural networks and logistic regression were selected for the classification study. The results of the study demonstrated that the support vector machine algorithm had the best AUC value of 0.75. Meeshanthini V Dogan et al. [44], in a 2018 study, used machine learning techniques to construct predictive CHD models. The accuracy, sensitivity and specificity obtained using the random forest classifier were 0.78, 0.75 and 0.80, respectively. In a 2021 study by Meeshanthini V Dogan et al. [45], an ensemble genetic performance genetic model for predicting 3-year coronary events was developed. This model showed a sensitivity of 0.79, a specificity of 0.75, a sensitivity of 0.15 and a specificity of 0.93 on the test set. In 2022, Steven Simon et al. [46] used logistic regression to classify and predict CHD, and AUROC values of 0.71 were obtained. In a study by S. Prabu [47] in 2021, CHD was predicted by using Gaussian process regression (GPR) and kernel ridge regression (KRR) machine learning algorithms and a hyperparametric search of the algorithm, and the final prediction results demonstrated a recall of 0.902, an F1-score of 0.821, and an accuracy of 0.86. Table Ⅸ gives details of CHD prediction studies in the past 5 years using the Framingham Heart Institute's open dataset. Using the synthetic minority oversampling technique (SMOTE) for preprocessing the dataset, optimizing the hyperparameters of the algorithm and improving its loss function in the experimental study were considered, and the success of the proposed method in predicting CHD compared with other methods was demonstrated. In contrast to other studies in the literature, the use of the most advanced algorithm in ensemble learning (LightGBM) in this study, as well as the use of the most advanced hyperparameter optimization framework (OPTUNA) for optimization of the hyperparameters of the algorithm and improvement of its loss function, led to sensitivity, specificity, accuracy, precision, recall, F score, AUROC, AUPRC and MCC enhancements, which are important for diseases such as CHD, which have lethal disease consequences. Due to the lack of similar optimized and improved prediction methods in the literature, the proposed method in this paper provides a new perspective for future CHD prediction studies In future studies, the Framingham Heart Institute dataset should be used to predict CHD, and multiple CHD datasets should be used to build predictive models. When experimenting with the FL function, the alpha and gamma parameters affect the study results. Thus, more accurate results can be obtained by constructing prediction models through multiple trials. The methodology proposed in this study will also be integrated in future studies. As the numbers of trials and datasets increases, it will be necessary to obtain a successful result by adjusting the default parameters presented in this paper. In addition to using a single model to predict CHD, alternatively, one may consider building a prediction model by combining multiple models.
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